Nonlinear Motion Control of a Rotary Wing Vehicle Powered by Four Rotors
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Abstract
This paper presents a solution to the motion control problem for a rotary wing vehicle powered by four rotors. It is considered that the rotary wing vehicle performs an indoor low speed flight mission so that aerodynamic effects are not taken into account. The proposed controller is based on a combination of the well-known backstepping nonlinear control design technique and bounded controllers. It is shown that the resulting closed—loop dynamics evolves inside a set where singularities are avoided. Numerical simulations show the performance of the proposed controller.
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Introduction
In the past years there has been a steady increase in the development of sophisticated unmanned aerial vehicles (UAVs) for military and civilian applications. The UAVs have a variety of potential uses, including local reconnaissance, fire control, and detection of intruders. Law enforcement organizations use UAVs for hostage rescue, border patrol, traffic surveillance and riot control (Davis et al., 1998). The commercial success of UAVs together with the revolutionary advances in the miniaturization of computers,
sensors and mechanical actuators has posed new challenges to control engineers. Nowadays, UAVs are considered challenging benchmarks for the development of new nonlinear controllers to solve the motion control problem on existing UAV configurations and recently proposed UAV configurations (Kendoul et al., 2005).

Existing UAVs can be classified mainly in two classes: rotary wing vehicles and fixed wing vehicles. For missions requiring the vehicle to remain stationary (hover) or to maneuver in tightly constrained environments rotary wing vehicles have significant advantages over fixed wing vehicles. For example, a traffic surveillance mission around buildings requires a hovering vehicle with good maneuverable characteristics. However, it is important to point out that hover flight consumes approximately twice the power of a similarly loaded fixed wing vehicle moving forward. This energy consumption difference between fixed and rotary wing vehicles is expected to be solved by new power technologies. The hope is that new power technologies will allow achieving reasonable endurance for rotary wing vehicles.

In this paper a rotorcraft powered by four non-tilting rotors known as the X4-flyer (Hamel et al., 2002) or the Dragan-flyer is considered. It is assumed that the vehicle performs an indoor low speed flight mission so that aerodynamic effects are disregarded. Although disregarding aerodynamic effects is a quite restrictive assumption it is common in most of the existing literature about this rotorcraft.

Besides its practical relevance, the Dragan-flyer system is an interesting case of study, e.g. it is a six degrees of freedom mechanical system whose dynamics is described by an under-actuated twelfth order highly coupled nonlinear model.

The goal of this paper is to address and solve the trajectory tracking problem. In particular, the problem is solved by combining the backstepping technique introduce in (Sepulchre et al., 1997) and the results on bounded controllers of (Kaliora et al., 2001). It is important to point out that the trajectory tracking problem for this rotary wing vehicle has been addressed in (Salazar et al., 2005) using a nested saturation control algorithm and in (Hamel et al., 2002) using the backstepping technique. However, it is necessary to underscore that the proposed controller in this paper is different to the controller presented in (Hamel et al., 2002) as the translational dynamics has a different closed-loop behavior.

The rest of the paper is organized as follows. In Section II the rotorcraft dynamical model and a precise definition of the control problem of interest are defined. Section III is devoted to the design of the state feedback controller. In Section IV the effectiveness of the control design is shown through a series of numerical simulations. Finally, in Section V some concluding remarks are presented.

II. The model

The rotary wing vehicle is shown in figure 1. It is powered by four non-tilting rotors attached to a rigid frame. The dynamical model of the rotary wing vehicle can be obtained as follows. Let \( Ox'\ y'\ z' \) denote a right-hand inertial frame (earth frame) such that \( z' \) points downwards into the earth and \( Ox\ y\ z \) a right-hand frame fixed to the centre of mass of the aircraft structure (body frame). The vehicle dynamics in the body frame is described by (Roskam, 1982)

\[
m\ddot{V}^b_{CM} + m\mathbf{\Omega} \times V^b_{CM} = F^b_i
\]

\[
l\dot{\mathbf{\Omega}} + \mathbf{\Omega} \times l\mathbf{\Omega} = M^b_i
\]

(1)

where \( m \) represents the vehicle mass,

\[
V^b_{CM} = [u \ v \ w]^T
\]

denotes the linear velocity of the vehicle centre of mass expressed in the body axis frame, \( \mathbf{\Omega} = [p \ q \ r]^T \) denote the angular velocity of the body frame, \( l \) is the vehicle inertia matrix\(^1\), \( F_i^b \) represents the external applied forces expressed in the body frame and \( M_i^b \) represents the external applied moments expressed in the body frame.

In order to express the vehicle dynamics (1) referred to earth axis, it is necessary to specify the orientation of the body axis with respect to the earth frame. Considering the classical Euler yaw-pitch-roll rotation sequence. The rotation matrix that describes the orientation of the body reference frame relative to the earth frame is given by

\[
R = \begin{bmatrix}
\cos\psi \cos\phi & \cos\psi \sin\phi & -\sin\psi \\
\cos\phi \sin\psi \sin\theta + \sin\phi \cos\theta & \cos\phi \sin\psi \cos\theta - \sin\phi \sin\theta & \cos\psi \cos\theta \\
\cos\psi \sin\phi \sin\theta - \sin\psi \cos\theta & \cos\psi \sin\phi \cos\theta + \sin\psi \sin\theta & \sin\phi \cos\theta
\end{bmatrix}
\]

(2)

where \( \eta = [\phi \ \psi]^T \) are the Euler angles with \( \phi \) the roll angular displacement, \( \theta \) the pitch angular displacement

\(^1\) As the vehicle has two symmetry axes \( l = \text{diag}(l_{xx}, l_{yy}, l_{zz}) \).
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and ψ the yaw angular displacement. Moreover, $c_x = \cos(x)$ and $s_x = \sin(x)$. On the other hand, the body frame angular velocity $\mathbf{\Omega}$ is related to the Euler angles velocity as follows (Roskam, 1982)

$$\mathbf{\Omega} = W \mathbf{\dot{\eta}} = \begin{bmatrix} 1 & -\sin(\theta) & 0 \\ 0 & \cos(\theta) & \cos(\phi) \\ 0 & -\sin(\phi) & \cos(\theta) \cos(\phi) \end{bmatrix} \mathbf{\dot{\eta}}$$

(3)

From equation (2) we have that the relationship between the velocity components in the earth frame and the velocity components in the body frame is defined as

$$V^b_{CM} = R^T V^e_{CM}$$

(4)

where $V^e_{CM} = [\dot{x} \ \dot{y} \ \dot{z}]^T$ is the linear velocity of the vehicle centre of mass expressed in the earth frame. Thus, the vehicle dynamics expressed in the earth frame can be written as

$$m \ddot{V}^e_{CM} = R^T F^b$$

(5)

$$I \ddot{\mathbf{\eta}} + W^T \mathbf{\dot{W}} \mathbf{\dot{\eta}} + W^T (W \mathbf{\dot{W}} \mathbf{\dot{\eta}}) = W^T M^e$$

where the following facts have been considered $R^{-1} = R^T, R^T R^T V^b_{CM} = -Sk(\mathbf{\Omega}) V^b_{CM}$, with $Sk(\mathbf{\Omega})$ a skew symmetric matrix such that $\mathbf{\Omega} \times V^b_{CM} = Sk(\mathbf{\Omega}) V^b_{CM}$ and the new inertia matrix $I_y = W^T I \ W$ has been introduced.

Since we are not considering aerodynamic effects, the external applied forces expressed in the body frame are the vehicle weight and the total thrust produced by the four rotors, that is,

$$F_z^i = \begin{bmatrix} -m g \sin(\theta) \\ m g \cos(\theta) \sin(\phi) \\ m g \cos(\theta) \cos(\phi) \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ -T_i \end{bmatrix}$$

(6)

where $T_i = \sum_{i=1}^{4} T_i$ with $T_i$ the thrust of each rotor. It is shown in (Gressow et al., 1978) that the thrust generated by each rotor can be expressed as

$$T_i = C_r \pi r_i^4 \rho \omega_i^2$$

where $C_r$ is the thrust coefficient of rotor $i$, $\rho$ is the air density, $r_i$ is the radius of rotor $i$ and $\omega_i$ is the angular velocity of rotor $i$.

The external applied moments in the body frame are defined as follows. The pitching motion is actuated by the moment around $y^i$ produced by increasing the thrust of rotor 1 and reducing the thrust of rotor 3. The roll movement is generated in a similar way, that
is, by producing a differential thrust between rotors 2 and 4. Due to the torque applied to the rotor shaft by the motors a reaction torque of the same magnitude but opposite direction is experienced on the structure of the vehicle. By manipulating these reaction torques it is possible to control the yaw moment. Finally, the external applied moment is given by

$$M_b = \begin{pmatrix} L \\ M \\ N \end{pmatrix} = \begin{pmatrix} (T_3 - T_1) & \ell \\ (T_2 - T_4) & \ell \\ \sum_{i=1}^{4} Q_i \end{pmatrix}$$

(7)

where $\ell$ is the distance between the rotor rotation axis and the aircraft centre of mass and $Q_i$ is the reaction moment produced by rotor $i$. The reaction moment is given as (Gressow et al., 1978)

$$Q_i = C_{\psi_i} \pi r_i^2 \rho \omega_i^2$$

As shown in (Hamel et al., 2002) there exist a globally defined change of coordinates from

$$[-T_f L M N]^T \rightarrow [\omega_1^2 \omega_2^2 \omega_3^2 \omega_4^2]^T$$

for $C_{\psi_i} > 0$ and $C_{\psi_i} > 0$.

The control objective is to asymptotically track prescribed trajectories for the vehicle spatial position $(x, y, z)$ and the yaw orientation $\psi$. In the following, we show that the considered control objective is achievable with a nonlinear time variant state feedback under the following standing assumption

- All system states are measurable and all system physical parameters are known.

**Control design**

In this section we present a bounded backstepping control design for the rotary wing vehicle modeled by equation (5). The control strategy is developed as follows. First, the controller for the vehicle vertical motion is designed and then through the pitch and roll angles the vehicle position in the plane $xy$ is controlled. The motion in the yaw direction is controlled independently. From the first equation of (5) we have that the translational dynamics is described by

$$m \ddot{z} = -T_f \cos(\theta) \cos(\phi) + m g$$

Vertical motion control can be obtained by defining the total thrust as

$$T_f = m \frac{g - \gamma_s}{\cos(\theta) \cos(\phi)}$$

(9)

where $\gamma_s$ is a function defined in such a way that the dynamic equation

$$\ddot{z} = \gamma_s$$

globally asymptotically satisfies

$$\lim_{t \to \infty} z = z_d$$

The translational dynamics (8) in closed loop with the controller (9) is described by the following equations

$$\dot{x} = \frac{g}{\cos(\phi)} \tan(\theta)$$

$$\dot{y} = -(g - \gamma_s) \tan(\phi)$$

$$\dot{z} = \gamma_s$$

(10)

Following the backstepping nonlinear control design methodology (Sepulchre, 1997) the motion control in the $x$ and $y$ directions can be achieved through $\theta$ and $\phi$ as follows.

Consider the functions

$$\zeta_\theta = \tan(\theta) - \frac{\cos(\phi)}{g - \gamma_s} \gamma_\phi, \zeta_\phi = \tan(\phi) - \frac{1}{g - \gamma_s} \gamma_\phi$$

(11)

where $\gamma_s$ and $\gamma_\phi$ are functions that will be defined in a similar way to $\gamma_s$. Note that the new variables $\zeta_\theta$ and $\zeta_\phi$ will be well defined provided

$$g - \gamma_s \neq 0$$

therefore $\gamma_s$ needs to satisfy the following condition

$$|\gamma_s| < g$$

(12)

The condition above will be fulfilled by designing $\gamma_s$ as a bounded function; this will be achieved following the bounded control design technique proposed in (Kaliora et al., 2001).

Solving equation (11) for $\tan(\theta)$ and $\tan(\phi)$, and replacing them into equation (10) we obtain

$$m \ddot{\theta} = T_1 \sin(\theta)$$

$$m \ddot{\phi} = -T_f \cos(\theta) \sin(\phi)$$

(8)
\[ \begin{align*}
\dot{x} &= \gamma_x + \frac{g - \gamma_z}{\cos(\phi)} \zeta_x \\
\dot{y} &= -\gamma_y - (g - \gamma_z) \zeta_y \\
\ddot{z} &= \gamma_z
\end{align*} \] (13)

Supposing that \( \zeta_x \) and \( \zeta_y \) are vanishing perturbations the trajectory tracking problem in the plane \( x-y \) can be solved by selecting the functions \( \gamma_x \) and \( \gamma_y \) in such a way that the following dynamic equations hold. As a result, we have

\[ \lim_{t \to \infty} x = x_d, \lim_{t \to \infty} y = y_d \]

Now, we force the variables \( \zeta_x \) and \( \zeta_y \) to be vanishing perturbations. For, let us define the following linearizing feedback for the angular dynamics

\[ \begin{bmatrix} L \\ M \\ N \end{bmatrix} = W^{-T} \begin{bmatrix} I_n + W^T I \dot{W} + W^T (W \dot{\eta} \times I W \dot{\eta}) \end{bmatrix} \] (14)

where \( \tau = [\tau_x \ \tau_y \ \tau_w]^T \) is the new control input. With the controller defined by (14) the rotational dynamics reads as follows

\[ \begin{align*}
\dot{\phi} &= \tau_x \\
\ddot{\theta} &= \tau_y \\
\ddot{\psi} &= \tau_w
\end{align*} \] (15)

It is easy to verify that the system described by equations (10) and (15) with output (11) has vector relative degree \( \{r_x, r_y \} = \{2, 2\} \) provided (12) and

\[ \frac{\pi}{2} < \phi < \frac{\pi}{2}, \frac{\pi}{2} < \theta < \frac{\pi}{2} \] (16)

holds. As a result, we have

\[ \begin{bmatrix} \zeta_x \\ \zeta_y \end{bmatrix} = \begin{bmatrix} \varphi_1(x, \dot{x}, y, \dot{y}, z, \dot{z}, \phi, \dot{\phi}, \theta, \dot{\theta}, t) \\ \varphi_2(y, \dot{y}, z, \dot{z}, \phi, \dot{\phi}, t) \end{bmatrix} + M \begin{bmatrix} \tau_x \\ \tau_y \end{bmatrix} \]

where

\[ M = \begin{bmatrix} \frac{\sin(\phi) \gamma_x}{g - \gamma_z} + \frac{\gamma_x \zeta_x}{1 + \tan(\phi)^2} & 1 + \tan(\theta)^2 \\ 0 & \gamma_y \end{bmatrix} \] (17)

is the decoupling matrix. The main characteristics of the proposed controller can be stated as follows.

**Proposition 1**

Consider the rotary wing vehicle dynamics described by equations (5). Let \( x_j(t), y_j(t), z_j(t) \) and \( \psi_j(t) \) be reference signals with bounded derivatives. The state feedback control law defined by (9), (11) (14) and

\[ \begin{bmatrix} \tau_x \\ \tau_y \end{bmatrix} = \begin{bmatrix} M^{-1} \begin{bmatrix} \Phi_1 \\ \Phi_2 \end{bmatrix} + \begin{bmatrix} \gamma_x \zeta_x \\ \gamma_y \zeta_y \end{bmatrix} \end{bmatrix} \] (18)

with

\[ \begin{align*}
\gamma_x &= \ddot{z}_d - \frac{e_x}{2} \tanh \left( \frac{2 \lambda_{11} \zeta_x}{e_x} \right) - \frac{e_x}{4} \tanh \left( \frac{4 \lambda_{11} \zeta_x}{e_x} \right) \\
\gamma_y &= \ddot{y}_d - \frac{e_y}{2} \tanh \left( \frac{2 \lambda_{11} \zeta_y}{e_y} \right) + \frac{e_y}{4} \tanh \left( \frac{4 \lambda_{11} \zeta_y}{e_y} \right) \\
\gamma_{\dot{x}} &= -\lambda_{12} \zeta_x - \lambda_{21} \zeta_y \\
\gamma_{\dot{y}} &= -\lambda_{22} \zeta_y - \lambda_{21} \zeta_x \\
\gamma_{\ddot{x}} &= \ddot{\psi}_d - \lambda_{12} \ddot{\psi}_y - \lambda_{21} \ddot{\psi}_x
\end{align*} \] (19)

and

\[ \begin{align*}
e_x &= x - x_d \\
e_y &= y - y_d \\
e_z &= z - z_d \\
e_{\psi} &= \psi - \psi_d
\end{align*} \] (20)

where \( \lambda_{12} \) and \( \lambda_{21} \) are constants such that the polynomial \( s^2 + \lambda_{12} s + \lambda_{21} \) has all roots with negative real part, positive constants \( e_e, e_y \) and

\[ e_x < \frac{4}{3} \left( g - \frac{\zeta_x}{|\zeta_x|} - \sigma_x \right) \] (21)
generates a closed loop dynamics such that, for any initial conditions in the set

\[ S = \{(x, \dot{x}, y, \dot{y}, z, \dot{z}, \phi, \dot{\phi}, \theta, \dot{\theta}, \psi, \dot{\psi}) \in \mathbb{R}^6 \} \times \left( \frac{-\pi}{2}, \frac{\pi}{2} \right) \times \left( \frac{-\pi}{2}, \frac{\pi}{2} \right) \times (-\pi, \pi) \] (22)

the trajectories of the closed loop system remain in \( S \) and are such that

\[ \lim_{t \to \infty} [e_x(t)] = 0, \quad \lim_{t \to \infty} [e_y(t)] = 0 \]

\[ \lim_{t \to \infty} [e_z(t)] = 0, \quad \lim_{t \to \infty} [e_y(t)] = 0 \]

for any positive constant \( \sigma_z > 0 \).

Proof

To begin with, note that the vertical motion dynamics expressed in terms of the vertical tracking error is described by

\[ \ddot{e}_z = -\frac{e_z}{2} \tanh \left( \frac{2\lambda_z e_z}{e_z} \right) - \frac{e_z}{4} \tanh \left( \frac{4\lambda_z e_z}{e_z} \right) \] (23)

as shown in (Kaliora et al., 2001) the dynamics (23) is globally asymptotically stable (GAS) and locally exponentially stable (LES) so that \( z(t) \) converges to \( z_d(t) \). Moreover, from (21) we have that \( g - y > \sigma_z \).

thus the new coordinates defined in (11) are well defined in the set \( S \). In a similar way we have that the dynamics

\[ \ddot{e}_x = -\frac{e_x}{2} \tanh \left( \frac{2\lambda_x e_x}{e_x} \right) - \frac{e_x}{4} \tanh \left( \frac{4\lambda_x e_x}{e_x} \right) \]

\[ \ddot{e}_y = -\frac{e_y}{2} \tanh \left( \frac{2\lambda_y e_y}{e_y} \right) - \frac{e_y}{4} \tanh \left( \frac{4\lambda_y e_y}{e_y} \right) \] (24)

are GAS and LES. As a consequence, there exist quadratic Lyapunov functions

\[ V_x(e_x, \dot{e}_x), \quad V_y(e_y, \dot{e}_y) \] (25)

such that

\[ \dot{V}_x = -W_x(e_x, \dot{e}_x), \quad \dot{V}_y = -W_y(e_y, \dot{e}_y) \]

with \( W_x \) and \( W_y \) positive definite functions along (24). Additionally, it is easy to verify that for the dynamic equations

\[ \ddot{\zeta}_x = -\lambda_{12} \zeta_x - \lambda_{11} \zeta_x \]

\[ \ddot{\zeta}_y = -\lambda_{22} \zeta_y - \lambda_{21} \zeta_y \] (26)

there exist radially unbounded Lyapunov functions \( V_{\zeta_x}(\zeta_x, \dot{\zeta}_x) \) and \( V_{\zeta_y}(\zeta_y, \dot{\zeta}_y) \) such that

\[ \dot{V}_{\zeta_x} = -W_{\zeta_x}(\zeta_x, \dot{\zeta}_x) \]

\[ \dot{V}_{\zeta_y} = -W_{\zeta_y}(\zeta_y, \dot{\zeta}_y) \]

with \( W_{\zeta_x} \) and \( W_{\zeta_y} \) being positive definite functions. Consequently, there exist constants \( \kappa_x \) and \( \kappa_y \) such that

\[ |\zeta_x| < \kappa_x, \quad |\zeta_y| < \kappa_y \] (27)

Note now that the vehicle dynamics (5) in closed—loop with (9), (14) and (18) can be expressed in terms of the coordinates as follows

\[ \ddot{x} = \gamma_x + \sqrt{(g-y_x)^2 + (g-y_x) \zeta_y} \zeta_y \]

\[ \ddot{y} = -\gamma_y - (g-y_x) \zeta_y \]

\[ \ddot{\zeta}_x = \gamma_{\zeta_x} \]

\[ \ddot{\zeta}_y = \gamma_{\zeta_y} \] (28)

so that the time derivative of the Lyapunov functions (25) along (28) gives

\[ \dot{V}_{x} = -W_x + \frac{\partial V_x}{\partial e_x} \sqrt{(g-y_x)^2 + (g-y_x) \zeta_y} \zeta_y \]

\[ \dot{V}_{y} = -W_y + \frac{\partial V_y}{\partial e_y} \sqrt{(g-y_x)^2 + (g-y_x) \zeta_y} \zeta_y \] (29)
\[ \dot{V}_x = \dot{V}_y = -W_y - \frac{\partial V_y}{\partial e_y} (g - y_1) \xi_y \]

Consider now equation (27) and some positive constants \( \kappa_1, \kappa_2, \) and \( \kappa_3, \) Then the Lyapunov function time derivatives (29) can be bounded as follows

\[ \dot{V}_x \leq (\kappa_1 \kappa_2 + \kappa_3 \kappa_2 \kappa_3) \left| \frac{\partial V}{\partial e_x} \right| \]
\[ \dot{V}_y \leq \kappa_2 \kappa_1 \xi_x \left| \frac{\partial V}{\partial e_y} \right| \]

which gives

\[ \dot{V}_x \leq (\kappa_1 \kappa_2 + \kappa_3 \kappa_2 \kappa_3) V_x, \dot{V}_y \leq \kappa_2 \kappa_1 V_y \]

this implies that along the trajectories of the closed loop dynamics \( V_x \) and \( V_y \) are bounded. As a result, the tracking errors \( e_1 \) and \( e_2 \) and their time derivatives are bounded and, by standard properties of cascade systems \( x(t) \) and \( y(t) \) converge to \( x_0(t) \) and \( y_0(t) \) respectively. It is easy to verify that the last equation of (28) is GAS and \( \psi(t) \) converges to \( \psi_0(t) \). Finally, straightforward computations show that

\[
\begin{align*}
\theta &= \arctan(\zeta + F(\gamma, \phi, \epsilon) \gamma) \\
\phi &= \arctan \left( \zeta + \frac{\gamma}{g - \gamma} \right) \\
\dot{\theta} &= \frac{\dot{\xi} + \ddot{F}(\gamma, \phi, \epsilon) \xi}{1 + (\zeta + F(\gamma, \phi, \epsilon) \zeta)^2} \\
\dot{\phi} &= \frac{(g - \gamma)^2 \dot{\xi} + (g - \gamma) \ddot{F}(\gamma, \phi, \epsilon) \gamma}{(g - \gamma)^2 + ((g - \gamma) \zeta + \gamma)^2} 
\end{align*}
\]

where

\[ F(\gamma, \phi, \epsilon) = \sqrt{(g - \gamma)^2 + (\zeta (g - \gamma) + \gamma)^2} \]

Note that the functions \( \dot{\gamma}, \dot{\phi}, \dot{\zeta}, \) and \( \ddot{F}(\gamma, \phi, \epsilon) \) can be written in terms of \( \{\xi, \xi, \dot{\gamma}, \phi, \dot{\epsilon}, \dot{\zeta}, \dot{\phi}, \dot{\epsilon}, \zeta, \dot{\phi} \} \) then the diffeomorphism from \( (\phi, \theta, \epsilon, \dot{\phi}) \) to \( \{\zeta, \xi, \xi, \xi, \phi, \dot{\zeta}, \dot{\phi}, \dot{\epsilon}, \phi, \dot{\epsilon} \} \) is well defined in the set \( S \). This completes the proof.

Remark

The control law of Proposition 1 has \( e_3 \) and \( e_4 \) as free parameters that could be used to enforce saturation limits on the actuators. Moreover, as the closed-loop dynamics evolves inside \( S \) the singularities in equations (9) and (14) are avoided.

Simulation results

Numerical simulations were carried out to assess the performance of the controller proposed. The numerical value of the vehicle parameters are presented in Table 1.

Note that we consider similar characteristics for all rotors. The desired trajectory is defined as follows

\[
\begin{align*}
x_d &= 12 \sin(0.2t) \\
y_d &= 12 \cos(0.2t) \\
z_d &= 20 e^{-0.1t} \\
\psi_d &= \sin(0.2t) \quad \text{if } t \leq 50 \text{sec} \\
\psi_d &= 0 \quad \text{if } t > 50 \text{sec}
\end{align*}
\]

In the numerical simulations we have considered the following initial conditions

\[
[\begin{bmatrix} x(0) & y(0) & z(0) & \phi(0) & \theta(0) & \psi(0) \end{bmatrix}]^T = [0 \ 12 \ 0 \ 0 \ 0 \ 0]^T
\]

\[
[\begin{bmatrix} \dot{x}(0) & \dot{y}(0) & \dot{z}(0) & \dot{\phi}(0) & \dot{\theta}(0) & \dot{\psi}(0) \end{bmatrix}]^T = [0 \ 0 \ 0 \ 0 \ 0 \ 0]^T
\]

Table 1. Rotary wing vehicle parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>m (kg)</td>
<td>1</td>
<td>( C_{\phi i}, i=1,...,4 )</td>
<td>0.1</td>
</tr>
<tr>
<td>g (m/s²)</td>
<td>9.81</td>
<td>( \ell \ (m) )</td>
<td>0.25</td>
</tr>
<tr>
<td>r (m)</td>
<td>1</td>
<td>( I_{m} \ (kg m^2) )</td>
<td>1.25</td>
</tr>
<tr>
<td>( \rho \ (kg/m^3) )</td>
<td>1</td>
<td>( I_{\phi i} \ (kg m^2) )</td>
<td>2.2</td>
</tr>
<tr>
<td>( C_{\phi i}, i=1,...,4 )</td>
<td>0.5</td>
<td>( I_{\phi i} \ (kg m^2) )</td>
<td>1.23</td>
</tr>
</tbody>
</table>
In order to tune the controller parameters we do need to be careful to fulfill condition (12) this can be achieved by selecting adequately the controller gain $\varepsilon_x$. Note that through the controller gains $\varepsilon_x, \varepsilon_y$ the functions $\gamma_x$ and $\gamma_y$ can be arbitrarily bounded. However, by bounding $\gamma_x$ and $\gamma_y$ we bound the available control force and slow the controller response. In the following numerical simulations we select the controller parameters presented in table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_x, \varepsilon_y, \varepsilon_z$</td>
<td>15, 15, 9.21</td>
<td>$\lambda_{x1}, \lambda_{x2}$</td>
<td>0.49, 1.4</td>
</tr>
<tr>
<td>$\lambda_{y1}, \lambda_{y2}$</td>
<td>0.81, 1.8</td>
<td>$\lambda_{z1}, \lambda_{z2}$</td>
<td>0.25, 1</td>
</tr>
<tr>
<td>$\lambda_{z1}, \lambda_{z2}$</td>
<td>1, 2</td>
<td>$\lambda_{z1}, \lambda_{z2}$</td>
<td>1, 2</td>
</tr>
<tr>
<td>$\lambda_{x1}, \lambda_{x2}$</td>
<td>0.56, 1.2</td>
<td>$\sigma_z$</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Figure 2. Tracking error $e_x$ (left) and tracking error $e_y$ (right)

Figure 3. Tracking error $e_z$ (left) and tracking error $e_{\psi}$ (right)
Figure 4. Total thrust $T_r$ (left) and moment applied on the roll direction $L$ (right).

Figure 5. Moment applied on the pitch direction $M$ (left) and moment applied in the yaw direction $N$ (right).

Figure 6. Roll angle $\phi$ (continuous line) and roll angular velocity $\dot{\phi}$ (dashed line) (left). Pitch angle $\theta$ (continuous line) and pitch angular velocity $\dot{\theta}$ (dashed line) (right).
In order to test the controller robustness in the following simulations the linearizing controller (14) is not included. Figures 2 and 3 show the time histories of the trajectory tracking as it can be observed they converge asymptotically to zero. The divergence observed at $t=50$ seg corresponds to the non smooth change of reference. However, after a transient period the trajectory tracking errors converge asymptotically to zero.

Figures 4 and 5 display time histories of the control signals, as it can be they remain bounded. Finally, in Figures 6 and 7 the time histories of the states ($\phi, \theta$) as well as ($\zeta_\phi, \zeta_\theta$) and its time derivatives are shown. Note that all these signals remain bounded showing that the diffeomorphism from {($\phi, \phi, \psi, \psi$)} to {($\zeta_\phi, \zeta_\phi, \zeta_\psi, \zeta_\psi$)} is well defined.

Conclusions

The trajectory tracking problem for a rotary wing vehicle powered by four rotors has been addressed and solved by means of a full information control law, which is based on the backstepping technique and bounded controllers. Numerical simulations have been proposed to illustrate the properties of the closed loop system. A few issues are left open in the present paper. First, all the system parameters are assumed to be known. Second, all the states are assumed to be measurable, hence further work is necessary to relax (or avoid) these assumptions. A straightforward solution to the issues left open in this paper is to include an observer/estimator to observe some system’s states and to estimate some system’s parameters, for instance translational velocities, angular displacements and vehicle mass. The main complications in this direction is to be able to conclude some kind of stability of the new resulting nonlinear closed-loop dynamics now composed of vehicle dynamics, controller and observer.
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